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Abstract

We present a new level set method for modelling two-phase incompressible flows with moving interface boundaries. The
method is based on a finite element (FE) treatment of the equations governing the motion of the interface separating two
immiscible phases, and a finite volume (FV) description of the fluid flow equations. The performance of the method is dem-
onstrated and validated using several sample problems involving two-phase, isothermal flows with density ratios of the
order of 102–103, and viscosity ratios as high as 7 · 104. Surface tension effects are included. The present formulation dis-
plays good convergence properties, and it is relatively simple to program. This allows the method to be implemented into
existing commercial FV-based computational fluid dynamics (CFD) software, thereby extending their application range.
We have successfully implemented the method in the code CFX-4.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Nowadays, there is a large choice of interface-tracking methods that can be used for modelling of flows with
moving inter-phase boundaries, for instance: the front-tracking method [1,2], the boundary integral method
[3,4], the phase-field method [5], the volume-of-fluid (VOF) method [6–8], and the level set method (see book
by Sethian [9]). Each method has its own advantages and disadvantages, and for this reason it is not possible
to assert which method is generally superior. We believe that the success of using a particular interface-
tracking method depends ultimately on the problem under consideration and the computer resources available,
and for each method there is a class of problems for which one method performs better than the others.

In the present work, we are concerned with further development of the level set method, which belongs to
the group of Eulerian interface-tracking methods. The central idea of this method is the use of a continuous,
multi-dimensional, scalar function, the spatial distribution of which contains the embedded information on
0021-9991/$ - see front matter � 2006 Elsevier Inc. All rights reserved.

doi:10.1016/j.jcp.2006.02.008

* Corresponding author. Present address: Laboratory for Hydraulic Machines, Swiss Federal Institute of Technology, Avenue de Cour,
33 bis, CH-1007 Lausanne, Switzerland. Tel.: +41 021 693 2558; fax: +41 021 693 3554.

E-mail addresses: sergey.shepel@epfl.ch (S.V. Shepel), brain.smith@psi.ch (B.L. Smith).

mailto:sergey.shepel@epfl.ch
mailto:brain.smith@psi.ch


480 S.V. Shepel, B.L. Smith / Journal of Computational Physics 218 (2006) 479–494
the location of the interface. The evolution of this function in space and time is governed by an advection
equation, combined with a special renormalization procedure [9].

There has been much progress [9–21] in the construction of various level set formulations (the number of
publications on this subject is so large that we refer only to those which are directly relevant to the work
presented here). In our paper, we assess the performance of a new level set formulation based on a non-

conservative FE method for solving the level set equations, and a conservative FV method for solving the fluid
flow equations. The novelty of our approach is the coupling of the two methods into a single Finite-Element/
Finite-Volume formulation. Specifically, we apply the formulation to model two-phase, isothermal, incom-
pressible flows in which the phases are separated by a distinct interface. The phases are assumed to have dif-
ferent values for density and viscosity.

The main motivation for our work was the decision to implement an advanced interface-tracking numerical
method into the commercial, FV-based CFD code CFX-4 [22]. The necessity for such an upgrade of the code
arose from the fact that CFX-4 has an out-of-date interface-tracking algorithm as standard, and which is
extremely diffusive [23], although the solver for the Navier–Stokes equations is quite robust, and accurate
to second-order if desired. Since we are interested in the most general kind of applications for complex geom-
etries, we chose the Streamline-Upwind/Petrov-Galerkin (SUPG) FE formulation of the level set method [15],
because it is readily extendible to three-dimensions, is second-order accurate, and may be adjusted to non-
regular, body-fitted grids.

Connecting the non-conservative SUPG FE level set interface-tracking method to the conservative FV
Navier–Stokes solver raises questions regarding accuracy, robustness and mass conservation. It should be
noted that such mixed level set formulations have been used before for compressible flows (e.g. [11,16]). On
the other hand, review of the literature shows that, when modelling incompressible flows, the fluid flow equa-
tions and the level set interface-tracking equations are traditionally written in the non-conservative form [12–
14,18–21]. The conservative form of the fluid flow and interface-tracking equations for incompressible flows
has been employed and validated in the coupled level set/VOF (CLSVOF) method developed by Sussman and
Puckett [17]. For the mixed formulations, however, there is a lack of development, though such approaches
have a strong potential from the point of view of implementation into the framework of existing commercial
CFD codes, many of which incorporate conservative FV Navier–Stokes solvers.

The first results of our investigations have already been reported [23]. In the present work, we provide new
results for the validation study of the FE/FV level set interface-tracking method. The method is tested on sev-
eral selected problems for which there are available experimental data, or solutions obtained analytically/
numerically. Special attention is paid to the mass conservation properties of the scheme, since the level set
method is often challenged on this issue. Although we have implemented the FE/FV level set method into
the commercial code CFX-4, it should be emphasized that the formulation is general, and is not restricted
to this particular code.

2. Problem formulation

The local equations governing the motion of an unsteady, viscous, incompressible fluid (either liquid or gas)
are the Navier–Stokes equations, which in a conservative formulation are given as
oðquÞ
ot
þr � ðqu� uÞ ¼ B�rp þr � ð2lDÞ; ð1aÞ

oq
ot
þr � ðquÞ ¼ 0; ð1bÞ
where u is the velocity vector, t is the time, q is the density, B is the body force, p is the pressure, l is the dy-
namic viscosity, and D is the rate of deformation tensor, with the components Dij ¼ 1

2
ðui;j þ uj;iÞ. The stress

tensor s is given by s = �pI + 2lD, where I is the identity matrix.
In the level set method, the interfacial surface is represented using a scalar function /(x, t), which is set equal

to the minimum signed distance to the interface; i.e. / = �d(x, t) on one side of the interface, / = +d(x, t) on the
other, and / = 0 on the interface itself, where d(x, t) is the shortest distance from the point x to the interface.
Therefore, the physical interface is associated with the zero level set contour of /, whereas the sign of / iden-
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tifies the phases. The volumes occupied by the two phases are correspondingly given by the integrals over the
domain:

R
X Hð/ÞdX and

R
Xð1� Hð/ÞÞdX, where H(/) is the discontinuous Heaviside function.

In order to avoid the appearance of instabilities near the interface, the jump in phase properties across the
interface needs to be smoothed [12]. The density and viscosity of the two-phase fluid are thus interpolated
across the interface as follows:
qðx; tÞ ¼ q2 þ ðq1 � q2ÞH eð/ðx; tÞÞ; ð2aÞ
lðx; tÞ ¼ l2 þ ðl1 � l2ÞH eð/ðx; tÞÞ; ð2bÞ
in which subscripts 1 and 2 denote the values on the two sides of the interface. Here, He(/) is a smoothed
Heaviside function, the use of which aids numerical stability. Following the work of Sussman et al. [12],
we use the following expression for He(/):
H eð/Þ ¼
0 if / < �e;

ð/þ eÞ=ð2eÞ þ sinðp/=eÞ=ð2pÞ if j/j 6 e;

1 if / > e;

8><
>: ð3Þ
where e is a small parameter of the order O(h), and h is the average size of mesh cells near the interface. By using
the smoothed Heaviside function defined by Eq. (3), one effectively assigns to the numerical interface a fixed,
finite thickness of 2e, over which the phase properties are interpolated. For each application, the value of the
interface half-thickness e is chosen to be as small as possible for accuracy of the simulation, within the con-
straints of numerical stability of the solution procedure. We have found that for the FE/FV level set method
e = 2h suffices in most cases, so this value is used in all applications presented below, unless stated otherwise.

The interface is carried by the flow, so the evolution of / is determined by the following transport equation
o/
ot
þ u � r/ ¼ 0. ð4Þ
The surface tension is modelled as a body force, Bst, concentrated at the interface. The functional form of Bst

that leads to stable simulations is given by
Bst ¼ rjndeð/Þ; ð5Þ

where r is the surface tension, j is the local curvature of the interface, and de(/) is a smoothed delta function,
defined as the derivative of He(/) with respect to /. The gradient to the interface, n, and the interface curva-
ture, j, are given by
n ¼ r/
jr/j ; jð/Þ ¼ r � r/

jr/j . ð6Þ
Earlier [24], we have analyzed an alternative model in which the surface tension force was imposed only in the
computational cells containing the interface. However, we found this model to be less robust and less general
than the model defined by Eq. (5), in which the surface tension is distributed in a narrow band around the
interface.

When solving Eq. (4) for the advection of the level set function, / , it ceases to be the signed distance
function, although this property is tacitly employed in Eqs. (2) for interpolation of the phase properties. Con-
sequently, during a transient simulation, the level set field / needs to be reinitialized, preferentially at every
time step. An efficient reinitialization method that can be cast into the SUPG FE formulation has been pro-
posed by Sussman et al. [14], and is based on solving for the steady-state solution of the following equation:
o/
os
þ signð/0Þðjr/j � 1Þ ¼ kdeð/Þjr/0j; ð7Þ
where s is a time-like variable (different from physical time, t), /0 is the initial distribution of the level set func-
tion before reinitialization, and k is a correction coefficient ensuring mass conservation up to the first-order
term in the Taylor expansion of the integral os

R
X H eð/Þd/ (see [14] for details of the calculation of k).

Regarding the reinitialization procedure based on solving Eq. (7), there is one aspect that needs to be men-
tioned. Eq. (7) is the modified version of the original reinitialization equation proposed by Sussman et al. [12],
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the only difference being the presence of the non-homogeneous term. This term was added by Sussman et al.
[14] to improve stability and mass conservation. We have found that, in the case of interfaces without sharp
corners, the SUPG FE method solves Eq. (7) to second-order accuracy [23], and the inhomogeneous term in
the equation does improve stability and mass conservation. However, this conclusion is true only if the finite
elements in the vicinity of the interface are approximately of the same size. If the mesh size distribution is not
uniform, the presence of the non-homogeneous term in Eq. (7) can actually degrade accuracy compared to
that obtained using the homogeneous version. This observation is demonstrated in the first test case (filling
a container with water) described later. Ultimately, we have adopted the following strategy: for grids with
a uniform cell-size distribution, the level set field is reinitialized by solving Eq. (7), whereas the homogeneous
version of equation is used otherwise.

Since the level set function needs to be advected and reinitialized only in the vicinity of the interface, we
employ the so-called narrow-band approach [9], in which Eqs. (4) and (7) are solved only in a band of elements
located around the zero level set of /. For details of solving Eq. (7) using the SUPG FE method, see [25].

3. Numerical scheme

3.1. FE–FV coupling

The SUPG FE level set method is implemented into the commercial code CFX-4 via the standard set of
user subroutines. The CFX-4 Navier–Stokes solver is used to generate the flow velocity field, whereas the
level set subroutines provide the fluid configuration. The code CFX-4 uses non-staggered, structured grids
consisting of hexahedral cells, with all the variables, including velocity, pressure and bulk body forces,
defined at cell centres. The cells, if necessary, can be body-fitted to accommodate domains of complex
geometry. Boundary conditions are imposed by introducing so-called boundary nodes, located at the centres
of the cell faces bordering the fluid domain, and by using dummy cells on the other side of the boundary
[22].

The Navier–Stokes equations (1) are here solved using a second-order-accurate FV method. The flux quan-
tities on cell boundaries are computed using the Rhie–Chow algorithm [26]. Space differencing is centered,
except for the advection quantities, which are computed using a second-order scheme for which velocities
on control-volume faces are obtained by extrapolation from two upwind points. A second-order, backward
scheme is used for the time discretisation. The discretised equations are solved using a nested (inner and outer)
iteration technique based on the SIMPLEC velocity–pressure coupling algorithm [27].

In CFX-4, the properties of the two-phase mixture in a cell containing the interface are approximated as
qðx; tÞ ¼ q1F 1ðx; tÞ þ q2F 2ðx; tÞ; ð8aÞ
lðx; tÞ ¼ l1F 1ðx; tÞ þ l2F 2ðx; tÞ; ð8bÞ
where Fi, i = 1, 2, are the volume fractions of the respective phases in the cell. Hence, in order to approximate
the phase properties according to the level set model defined by Eqs. (2), the F1 and F2 need to be assigned new
values according to the following prescription:
F 1ðx; tÞ ¼ H eð/ðx; tÞÞ; F 2ðx; tÞ ¼ 1� H eð/ðx; tÞÞ. ð9Þ

These quantities are specified at every time step, overwriting the corresponding entries generated internally by
CFX-4.

An alternative procedure for interpolation of phase properties across the interface could be based on esti-
mating the cell-volume-averaged values of quantities F1 and F2 using a numerical quadrature, and substituting
these into Eqs. (8). However, this approach remains to be investigated.

In the SUPG FE method, variables are defined at element vertices. However, as was mentioned above, in
the FV mesh used by the CFX-4 solver, the variables are defined at cell centres. Therefore, if the same mesh
were used to solve both the fluid flow equations (1) and the level set equations (4) and (7), interpolation
procedures would have to be invoked. Such interpolation is not desirable, since it inevitably introduces inac-
curacies. For this reason, we introduce an additional FE mesh whose element vertices are constructed from the
centre and boundary nodes of the FV mesh. Fig. 1 illustrates this idea. Note that construction of the FE mesh
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Fig. 1. Construction of the FE mesh by overlaying the FV grid. Schematic of grids, nodes and elements.
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requires the introduction of a new type of node not present in the FV mesh. These new nodes are placed on the
edges and corners of the external boundaries of the fluid domain.

Evidently, overlaying of the FV grid by the FE mesh increases the computer storage. In the present work,
we overlay the FE mesh for the entire FV grid, which then doubles the computer storage requirements. To use
computer resources more efficiently, the finite elements should be introduced only in the narrow band around
the interface, where Eqs. (4) and (7) are solved. Currently, we are upgrading our level set implementation with
a procedure for dynamic allocation of finite elements near the interface. The results of this work will be
reported in a future communication.

3.2. Calculation of interface curvature

Here, we employ and compare two second-order methods for calculating $/ and j. In the first, which we
refer to later in the text as Method A, we compute the values of the interface gradient and curvature at each
node by computing the harmonic average of the contributions from neighboring elements. Consider the node i

and the group of elements Ki
j, j = 1, . . . , Ne, all sharing the same vertex i. Denote the element volumes as Vj. In

each element Ki
j, we first calculate the gradient nj at the centre of the element. The vectors nj are then averaged

to obtain the mean gradient Æniæ at vertex i. Later, the nodal distribution of Æniæ is used in an analogous manner
to calculate the mean curvature Æjiæ. Thus,
hnii ¼
XN e

j¼1

1

V j

" #�1XN e

j¼1

nj

V j
; hjii ¼

XN e

j¼1

1

V j

" #�1XN e

j¼1

r � hnji
V j

. ð10Þ
An analogous method for calculating the normal to the interface has been used before by Sethian and Strain
[10] in their Finite Difference (FD) level set model.

The second approach for calculating the interface gradient and curvature, which we refer to as Method B, is
based on minimization of the following functionals in the least-squares sense:
Ig ¼
Z

X

1

2
ðn�r/Þ2 dX; Ic ¼

Z
X

1

2
j�r � n

jnj

� �� �2

dX; ð11Þ
which in turn reduces to the solving of two systems of linear equations. The gradient vector components and
the curvature are approximated using bilinear shape functions.

4. Results and discussion

Due to computer power limitations, all examples presented in the following sections are two-dimensional
problems, and some are axisymmetric. All the simulations have been carried out using structured grids, since
these are the only type permitted by the CFX-4 code. However, both regular and non-regular grids are
employed. The extension of the validation process to three dimensions will be described in a subsequent
paper.
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4.1. Filling a container with water

Fig. 2 is a schematic diagram of the container, which has a circular obstacle in the middle; the model is two-
dimensional Cartesian. As shown in the figure, water enters the container from below with the uniform veloc-
ity profile VFILL = 1 cm/s. Initially, at t = 0, the water depth is 1 cm, the rest of the container being filled with
air. The container is open at the top.

This particular problem configuration was chosen for three reasons. First, the shape of the container
requires the use of a non-regular, body-fitted grid. Second, the water–air interface experiences separation
and coalescence as it is flowing around the obstacle. Finally, the flow is slow enough not to generate noticeable
waves on the interface, allowing comparison of the numerical solution with an exact solution obtained assum-
ing that the interfacial surface stays horizontal at all times.

The initial velocity field is set to zero in both phases. A constant pressure boundary condition is imposed on
the top of the container, through which the air is expelled as the water level rises. Free-slip boundary condi-
tions are imposed around the obstacle and on the vertical walls. Due to symmetry, the problem is solved only
for one half of the container.

To estimate the rate of convergence of the solution, simulations were performed on three grids with differ-
ent resolution, characterized by the average cell size h: 1.19, 0.59, and 0.30 mm. The difference in solutions
obtained for successive mesh resolutions is defined as follows:
Fig. 2.
mesh i
flow v
Ei
1 ¼

Z
X
jHð/fðx; tÞÞ � Hð/cðx; tÞÞjdX; ð12Þ
where, /f is the solution using a refined mesh, and /c is the solution from a coarser mesh. The error estimate
given by Eq. (12) is well suited for problems involving interfacial flows. The results of the convergence study
for the solution at t = 3 s, the time at which the free surface rises above the obstacle, are given in Table 1.
Here, the average water elevation LW is used as a target parameter. We have found that the level set method
employing the mass-correction algorithm of Sussman et al. [14] results in a first-order convergence rate of the
solution. In contrast, when using the homogeneous reinitialization equation (i.e. with k = 0 in Eq. (7)), the
solution converges at a second-order rate. As was pointed out earlier, the reason for the lack of convergence
in the case when k 6¼ 0 is the use of the non-regular grid with non-uniform cell size distribution. In our sim-
ulations, the ratio of the sizes of the largest to smallest cells crossed by the interface is about 3.5.

The fluid configurations and velocity field at different times obtained with k = 0 are shown in Fig. 2. The
free surface of the water stays practically flat during the entire filling process, as expected. Fig. 3(a) shows the
average water elevation in the container as a function of time for the numerical and exact solutions; the agree-
ment between them is excellent. Fig. 3(b) shows the deviation of the mass of water in the container from the
exact value, Mexact(t), vs time. As one can see, the mass error is only a fraction of a percent, and it is smaller
than in the simulation employing the mass correction procedure.
t = 1.25 s t = 1.75 s t = 3.00 s

V     = 1 cm/sFILL

5 cm

1.5 cm

water

air

t = 0 s

7 
cm

Filling a two-dimensional container with water: schematic diagram of the container, velocity field and fluid configurations. The
s non-regular, structured, with the average size h = 0.3 mm. The velocity field shown here was obtained by projecting the calculated
elocities on a regular grid with resolution 2 mm.



Table 1
Convergence study for the problem of filling a container with water

h (mm) Without mass correction (k = 0) With mass correction

Ei
1ð3 sÞ=w2 LW (cm) Ei

1ð3 sÞ=w2 LW (cm)

1.19 N/A 5.42 N/A 5.43
0.59 3.65 · 10�3 5.42 3.10 · 10�3 5.43
0.30 2.13 · 10�3 5.41 2.33 · 10�3 5.42

The exact solution at t = 3 s is LW = 5.41 cm; w(= 5 cm) is the width of the container.
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Fig. 3. Filling a two-dimensional container with water: (a) position of the free surface of water vs time; (b) mass of water vs time. Here,
h = 0.3 mm.
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4.2. Sloshing in an open tank

This application is based on the experiment of Bredmose et al. [28], consisting of a rectangular glass tank of
size 1.48 · 0.4 · 0.75 m (length · width · height), fixed on a support table, and shaken in a horizontal direction.
Initially, the tank is motionless, and filled with water to a depth of DW = 155 mm. Then, the support table is
moved horizontally (in the direction of the largest side of the container) according to the driving signal shown in
Fig. 4(a). In the experiment, the profiles of the water surface were recorded using a stationary video camera, and
the hydrostatic pressure of the water on the left wall of the tank was measured with a pressure transducer.

In our model, the frame of reference is associated with the tank. Surface tension effects are neglected.
Simulations were performed with the free-slip boundary condition on the tank walls for three regular grids
of different resolution, the finest mesh size being h = 4.96 mm. We found from parameter studies that the
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Fig. 4. Sloshing of water in the oscillating tank: (a) horizontal acceleration of the tank as a function of time; (2) pressure histories on the
left vertical wall, 26 mm above the tank floor. Experimental data were obtained by Bredmose et al. [28].
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difference between the free surface profiles obtained over 9 s of sloshing using the free-slip and no-slip bound-
ary conditions on the tank walls was negligibly small. Evidently then, the friction on the walls has a negligible
effect on the flow in this case. For details of implementing the no-slip boundary condition in the FE/FV level
set model, see [23].

Fig. 4(b) shows the pressure evolution on the left wall of the tank, 26 mm above the floor. There is a slight
phase shift between the experimental and numerical curves, but the overall agreement is very good. Fig. 5 gives
the free-surface profiles. In this figure, the experimental profiles of the water surface are shown in greyscale,
because the photographs taken during the experiment are not of sufficient resolution to determine the location
of the free surface with higher accuracy. Nevertheless, we note good agreement between the numerical and
experimental results.

Denoting the elevation of the free surface at the right wall of the tank as LRW, and that at the left wall as
LLW, Table 2 gives the values of LRW at t = 6.52 s, and LLW at t = 7.64 s, as well as the values of Ei

1 (Eq. (12))
obtained for different mesh resolutions. Overall, the results indicate that, in the absence of surface tension
effects, the FE/FV level set method is second-order accurate. The mass of water grows with time monotoni-
cally; however, the gain of mass decreases as the mesh is refined. In the simulation for h = 4.96 mm, the gain of
mass does not exceed 1%, and may be considered satisfactory for many industrial applications.

4.3. Zero-gravity drop oscillation

In this study, small oscillations of a two-dimensional drop of liquid around its equilibrium shape in an infi-
nite, gaseous medium in the absence of gravity are computed; the drop is of radius a, and is oscillating at its
fundamental mode. The analytical solution to the linearized problem has been found by Lamb [29], according
to which the interfacial position of the drop, in polar coordinates (r,h), is given by
Fig. 5
dimen

Table
Conve

h (mm

19.84
9.92
4.96

DW(=
rðh; tÞ
a
¼ 1þ ~e cosðnhÞ sinðxntÞ expð�t=snÞ; ð13Þ
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. Comparison of the experimental and numerical free-surface profiles for the problem of sloshing water in a tank. The tank
sions are non-dimensionalized with the value of initial depth of water, DW. Experimental data were obtained by Bredmose et al. [28].

2
rgence study for the problem of sloshing water in an open tank

) Ei
1ð6:52 sÞ=D2

W LRW(6.52 s)/DW Ei
1ð7:64 sÞ=D2

W LLW(7.64 s)/DW

N/A 0.74 N/A 1.32
1.08 · 10�1 0.77 1.72 · 10�1 1.71
3.22 · 10�2 0.77 4.98 · 10�2 1.76

155 mm) is the initial water depth at t = 0.
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where ~e is the initial perturbation, n is the number of the harmonic, xn is the frequency and sn is the charac-
teristic time of decay due to viscous damping:
Fig. 6.
condit
x2
n ¼

nðn2 � 1Þr
a3ðqL þ qGÞ

; sn ¼
a2

2n
ðqL þ qGÞ

ððn� 1ÞlL þ ðnþ 1ÞlGÞ
. ð14Þ
The subscripts L and G indicate the liquid and gas phases, respectively. The fundamental mode corresponds to
n = 2.

We introduce dimensionless variables as follows:
x� ¼ x=lc; u� ¼ u=uc; t� ¼ t=tc; h� ¼ h=lc; q� ¼ q=qL; l� ¼ l=lL; ð15Þ

where quantities in the denominators are the corresponding characteristic scales. Here and later, the asterisk
superscript denotes dimensionless values. We set the velocity scale to uc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r=ðaqLÞ

p
. The length and time

scales are set to lc = a and tc = lc/uc, respectively. Hence, the Reynolds and Weber numbers characterizing
the problem are given by Re = qLuclc/lL and We ¼ qLu2

clc=r. With the chosen scales, these values are
Re ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2raqL

p
=lL and We = 2.

For the simulations, we choose parameters, configuration and initial conditions analogous to those adopted
earlier by other groups [1,2,12]: qL/qG = 100, lL/lG = 100 and Re = 20. The interface r(h, 0) of the drop at
t = 0 is initialized with ~e ¼ 0:05 and n = 2. Due to symmetry, the problem is solved in the half-domain
X* = {(x*,y*)j 0 6 x* 6 4, 0 6 y* 6 2}, with the centre of gravity of the drop located at (2,0). A free-slip
boundary condition is imposed on the symmetry line, and the pressure is set to p* = 0 on the open boundary.
During scoping studies, we found that increasing the size of the domain X* leads to negligibly small change in
the solution.

Simulations are performed for the two methods of computing the interface gradient and curvature, desig-
nated earlier as Methods A and B. We have found that, in order to achieve stable convergence for this appli-
cation, Method B requires a 2–3 times smaller time step and a larger value of the interface thickness e
compared to Method A. Here, we use e = 2h for Method A and e = 2.5h for Method B.

The evolution of the interface at h = p/2 obtained for a 200 · 100 grid and timestep Dt* = 0.007 is com-
pared against the analytical solution in Fig. 6(a). The frequency of the oscillations for the two numerical
approaches is almost the same: x�2 ¼ 1:68, and this agrees well with the analytical solution, x�AN

2 ¼ 1:72. Both
numerical solutions display a slightly smaller rate of decay, s*, compared to the solution of the linearized prob-
lem, and in both numerical simulations there is a clear gradual shift of the equilibrium interface position to
which the solution ultimately asymptotes. In the solution obtained using Method A, this shift is positive,
whereas for Method B it is negative. Similarly, but less noticeably, this shift can be seen in the solutions of
the axisymmetric oscillating-drop problem obtained using the ENO level set method by Sussman and his
co-workers [13,14]. Fig. 6(b) shows the variation of the mass of the drop, M, as a function of time, for two
mesh resolutions. Apparently, the mass conservation properties of Methods A and B are essentially the same.
The mass increases linearly with time, but at a slower rate for the finer mesh.
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Table 3
Convergence study for the problem of the oscillating drop in zero gravity: qL/qG = 100, lL/lG = 100, Re = 20, and We = 2

Method h* E1 E1 T �2

FE/FV level set, A 0.08 N/A N/A 3.77
0.04 5.72 · 10�3 3.29 · 10�3 3.74
0.02 3.03 · 10�3 1.71 · 10�3 3.73

FE/FV level set, B 0.08 N/A N/A 3.77
0.04 6.37 · 10�3 3.88 · 10�3 3.74
0.02 2.89 · 10�3 1.83 · 10�3 3.74
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The convergence rate of the solution is examined using the relative errors E1 and E1 calculated respectively
from the traditional norms L1 and L1:
E1 ¼
Z T �AN

2

0

jr�hðp=2; t�Þ � r�2hðp=2; t�Þjdt�; E1 ¼ max
06t�6T �AN

2

jr�hðp=2; t�Þ � r�2hðp=2; t�Þj; ð16Þ
where T �AN
2 ¼ 2p=x�AN

2 is the period of oscillation predicted by the analytical solution. The results are given in
Table 3. From the T �2 values, it would seem that the solution obtained with the finest grid can be considered as
converged, both Methods A and B displaying first-order convergence in norms L1 and L1. This fact agrees
with the results of Sussman and Puckett [17], who also obtained first-order convergence for the oscillating-
drop problem, though formally their CLSVOF level set method is of higher accuracy. We believe that the
development of strong parasitic currents (discussed below) is responsible for the observed shift of the equilib-
rium interface position, and the lack of convergence as compared to applications without surface tension
effects, such as those presented in the previous sections.

4.4. Parasitic currents

It is well known that the performance of numerical interface-tracking methods applied to configurations
close to equilibrium, and for which surface tension effects are significant, can suffer from the appearance of
strong parasitic currents (e.g. [7]). These are unphysical flows developing around the interface as a result of
a local imbalance of the pressure and stresses in the interfacial region, resulting from discretisation errors.

In order to estimate the intensity of the parasitic currents, we apply the level set formulation to simulate a
static drop with the zero initial disturbance, ~e ¼ 0, and zero initial velocity field. Except for the value of ~e, all
the physical and numerical parameters are set identical to those used for the oscillating-drop problem. The-
oretically, such a drop and the gas around it should remain motionless. However, soon after the start of
the simulation, the parasitic flow develops. We characterize the parasitic flow by calculating its kinetic energy
E�PC ¼

R
X�

1
2
q�u�2 dX� and the maximum velocity u�max observed in the computational domain.

We have found that Method B is more vulnerable to parasitic currents than Method A. In particular, if e,
the half-thickness of the interface, satisfies e 6 2h, the use of Method B results in fast growth of the intensity of
the parasitic flow, which in turn leads to instability of the interface. However, increasing e suppresses the par-
asitic currents. This can be seen in Fig. 7(a), which shows E�PC as a function of time for Method B using e = 2h

and e = 2.5h, and for Method A using e = 2h. Fig. 7(b) gives u�max vs time for the two methods. As can be seen,
Method A using e = 2h and Method B using e = 2.5h develop parasitic currents of approximately the same
intensity, and show similar flow patterns (Figs. 7(c) and (d)). Except for minor aberrations next to the inter-
face, both methods predict constant pressure inside the drop, p�L ¼ 0:496, and p�G ¼ 0 outside of the drop: the
values do not vary with time. The predicted pressure jump across the interface agrees well (within 0.8%) with
the exact value given by Dp* = 1/We (here, We = 2).

We have also performed simulations of the static drop in which the second-order approximations for the
time derivatives and advective terms in the FV Navier–Stokes solver were replaced by the corresponding first-
order schemes. Surprisingly, this resulted in negligible change in the solution (about 0.5% in the values of u�max

and E�PCÞ, indicating that the parasitic currents are very little affected by the order of discretisation employed in
the FV flow solver.
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To estimate the effect of mesh resolution h on the intensity of the parasitic currents, we have carried out
additional simulations of the static drop using a coarser, but still regular, grid with h* = 0.04. Approximately
the same results were obtained for Method A and Method B: u�max � 0:03 and E�PC � 4� 10�6. Comparison of
these data with the results obtained using h* = 0.02 (Figs. 7(a) and (b)) indicates that the intensity of the par-
asitic currents is suppressed by refining the grid, and that the characteristic velocity of the parasitic flow
appears to depend linearly on h.

Overall, reviewing the advanced interface-tracking methods in the literature, we note that the Lagrangian
methods seem to suffer the least from parasitic currents. In particular, Tryggvason et al. [1] and Shin and Juric
[2] reported values of u�max of O(10�4) and O(10�3), respectively, for the static-drop problem of a similar con-
figuration to ours. According to Meier et al. [8] and Lafaurie et al. [7], the parasitic currents of the Piecewise
Linear Interface Construction (PLIC) VOF method, which is a second-order accurate Eulerian algorithm, are
well described by the empirical relationship umax � Kr/l; although, the value of K (10�4 and 10�2, respec-
tively) was different for the two works. Noticing that the maximum velocities are typically observed in the cells
containing the interface [7], and further assuming that on average a typical such cell is half full of fluid, we
have l = (lL + lG)/2, and hence we can estimate that the use of the PLIC VOF method for our static-drop
problem would give u�max in the range 2� 10�3

6 u�max 6 0:2. Thus, we conclude that the magnitude of the par-
asitic velocities of the FE/FV level set method falls in the range manifested by the advanced VOF schemes.

4.5. Gas bubble rising in a viscous fluid

Modelling of a gas bubble rising in a viscous fluid under buoyancy is a useful validation test, since there is a
considerable amount of experimental data on the subject in the literature. Here, we have used the data of
Bhaga and Weber [30] and Hnat and Buckmaster [31], who studied terminal rise velocities and topologies
of air bubbles in, respectively, sugar–water solutions and mineral oil. Table 4 gives the properties of the liquids
and the volumes of the bubbles used in the experiments. The same values have been adopted for the present
numerical simulation. In the table, the two bubble experiments are given labels b1 and b2. The fluid–gas



Table 4
Bubble volume, bubble rise velocity and properties of the liquids used in the experiments of Bhaga and Weber [30] and Hnat and
Buckmaster [31]

Bubble Experiment Volume
(cm3)

Rise velocity,
U exp

t (cm/s)
Density,
qL (kg/m3)

Viscosity,
lL (kg/m s)

Surface tension,
r (N/m)

b1 Bhaga and Weber 9.3 26.0 1.35 · 103 2.73 0.078
b2 Hnat and Buckmaster 0.94 21.5 0.876 · 103 0.118 0.0322
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density and viscosity ratios for bubbles b1 and b2 are correspondingly given as: qL/qG = 1162 and 714; lL/
lG = 6.93 · 104 and 6.67 · 103.

Two dimensionless groups are used to characterize the problem: the Morton number, Mo ¼ gl4
L=qLr3, and

the Eötvös number, Eo ¼ 4gr2
eqL=r. Depending on the values of Mo and Eo, the rising bubble can attain dif-

ferent terminal shapes, due to the interplay of the viscous, inertia and surface tension forces (e.g. [30]). The val-
ues of Mo and Eo for bubbles b1 and b2 are given, respectively, as: Mo = 41.1 and 0.065; Eo = 116 and 39.4.

Initially, at time t = 0, the bubble is modelled as a sphere of radius re, with the value of re calculated from
the bubble volume (b1: 1.31 cm and b2: 0.61 cm). The initial velocity field is set to zero everywhere. The prob-
lem is axially symmetric, so in each case we model only half of the bubble. The computational domain is rect-
angular of size 5re · 20re (width · height) in cylindrical coordinates (r,z), with the origin located at the bottom
of the domain. At t = 0, the centres of the bubbles are placed at z = 4re. At the sides of the fluid domain,
except for the symmetry line at r = 0, a far-field boundary condition is used, according to which the pressure
distribution is set to p = qLg(20re � z).

Modelling of rising bubbles in liquids with such high fluid-gas density ratios necessitates the use of small
time steps. As previously, we found that Method B for calculating the normal and curvature required smaller
time steps than Method A. To avoid excessive CPU times, we have chosen Method A for this simulation.

Due to the limited computer resources available, convergence is studied by successively refining of the mesh
size using a ratio of 2/3 (rather than 1/2), with the smallest mesh size being h = 0.044re. The terminal rise
velocity of the bubble, Ut, was chosen as the target parameter. Results are given in Table 5. As can be seen,
for the finest mesh, the difference between the numerical and experimental values of Ut is less than 1% for bub-
ble b1, and is less than 3% for bubble b2. The convergence rate of the solution is close to the second order.

The transient development of the bubbles can be seen in Table 6 and Fig. 8. Both bubbles attain steady-
state configurations very quickly: within 0.25 s. For comparison, Table 6 also gives the terminal bubble pro-
files observed experimentally: the numerical and experimental bubble shapes do indeed look quite similar.
Note that the experimental images show only the side view of the bubbles, so that the characteristic indenta-
tion on the bottom surfaces cannot be seen. The terminal shape of bubble b1 belongs to the ellipsoidal cap
type, whereas that of b2 is of the spherical cap type (the names of these topological configurations originate
from the shapes of the bubbles that look very similar to segments cut from, respectively, an oblate spheroid
and a sphere [30]). As can be seen from Fig. 8(b), the resulting loss of the bubble mass is �2%, the mass loss
decreasing as the mesh is refined.

Denoting the height of the bubble as lb and the width as wb, the experimentally measured aspect ratios, wb/lb,
of the fully developed bubbles b1 and b2 are 1.9 and 2.7, respectively. These are in good agreement with the
values obtained numerically: wb/lb = 1.8 for bubble b1 and 2.6 for b2.
Table 5
Convergence study for the problem of a rising bubble in a viscous fluid

h/re Bubble b1 Bubble b2

Ut (cm/s) Ei
1ð0:25 sÞ=r2

e Ut (cm/s) Ei
1ð0:25 sÞ=r2

e

0.1 25.4 N/A 20.1 N/A
0.067 25.7 6.39 · 10�2 20.6 4.71 · 10�1

0.044 25.8 2.92 · 10�2 21.0 2.53 · 10�1



Table 6
Results of the simulation of rising bubbles b1 and b2

Bubble t = 0.05 s t = 0.10 s t = 0.15 s t = 0.20 s t = 0.25 s Exp. Bubble type

b1 Ellipsoidal cap

b2 Spherical cap

Mesh size is h = 0.044re. Columns 2–6 show cross-sections of the bubble at different times, as computed using the FE/FV level set method.
Column 7 shows the side view of the bubble as observed experimentally.
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Fig. 8. Results of the simulation of the air bubble rising in a viscous fluid: (a) bubble rise velocity vs time; (b) bubble mass vs time.
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In order to determine if the velocity boundary layer around the bubble surface is well resolved, we note
that, according to the experimental results of Bhaga and Weber [30], the boundary layer thickness d of ellip-
soidal-cap bubbles is given by d � wb/4. This corresponds to d � 0.6re for bubble b1. To estimate the value of
d for bubble b2, we make use of the boundary-layer model developed by Moore [32] for spherical bubbles.
Although shapes of spherical and spherical-cap bubbles are different, Moore’s model accurately describes
the flow over the upper surfaces of spherical-cap bubbles [30]. The boundary layer thickness d has a minimum
value at the stagnation point (uppermost point on the bubble) which, according to Moore [32], can be esti-
mated as follows: d �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lLRst=ðqLU exp

t Þ
p

, where Rst is the radius of curvature of the bubble surface. In turn,
the value of Rst can be estimated using the semi-empirical model of Davies and Taylor [33] as follows:
Rst ¼ 9ðU exp

t Þ2=ð4gÞ. For bubble b2, we obtain d � 0.43re. Hence, we conclude that the finest mesh resolution
h = 0.044re adequately resolves the velocity boundary layers in the numerical solution for both bubbles.

4.6. Gas bubble bursting through a free surface

The final application is of a gas bubble rising to and breaking through the free surface of a liquid. Once the
top of the bubble reaches the free surface and opens up (see 3rd frame in Fig. 9), the pressure force acting on
the lower part of the bubble becomes unbalanced, and a liquid jet is formed, which is accelerated through the
hole in the free surface. This jet can subsequently break up into several drops. From a numerical point of view,
this is a rather challenging problem, since the interface of the bubble experiences complex topological changes
in the presence of strong surface-tension effects.

We consider the case where the bubble is initially located at a very close distance to the surface. This ensures
that the rise velocity of the bubble at the time of breaking through the surface is rather small, so that surface
tension effects are dominant over inertial effects. Development of the jet caused by small air bubbles bursting
in water has been investigated by Boultone-Stone and Blake [3] using the boundary integral method, and by
Duchemin et al. [34] using a Lagrangian marker-chain method. However, the simulations were terminated at
the moment of jet break-up due to the difficulty in modelling the subsequent topological changes. Chessa and



t  = 0* 0.18 0.35 0.53 0.70 0.88

1.05 1.23 1.40 1.58 1.75 1.93

2.10 2.27 2.45 2.62 2.80 2.98

Fig. 9. Snapshots of the water jet resulting from a submerged air bubble bursting through a free surface: qL/qG = 1000, lL/lG = 100. The
values shown for the time are dimensionless, with t* = t/tc and tc = 0.042 s.
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Belytschko [18] modelled bursting bubbles using a FE level set method, but for relatively low density and vis-
cosity ratios: qL/qG 6 100 and lL/lG � 1. Sussman and Smereka [13] and Takahira et al. [19] were able to
model a bursting air bubble in water before and after jet break-up using FD level set formulations.

In order to provide data for comparison, we apply our FE/FV level set model to the identical problem for-
mulation and grid layout as that used by Sussman and Smereka [13], since the results of this work were
reported in detail. Specifically, we consider an air bubble of radius re = 5 mm in a water bath. The surface
tension of water is r = 0.072 N/m. The water/air density and viscosity ratios are set to qL/qG = 103 and
lL/lG = 102. The computational domain is defined as X = {(r,z)j0 6 r 6 3re, 0 6 z 6 12re} in cylindrical coor-
dinates (r,z), with the origin located at the centre of the bath floor. Initially, the centre of the bubble is at
z = 3re, with the water surface at the level z = 4.15re (see the first frame in Fig. 9). The bubble is initially
motionless. The computational mesh is 44 · 176 cells, corresponding to a cell width of h = 0.068re. Free-slip
boundary conditions are imposed on walls. At the top of the domain, a constant pressure boundary condition
is imposed. To our knowledge, there are no experimental data for such configurations.

In order to maintain consistency with [13], we non-dimensionalize the time t using the time scale
tc = 0.042 s; see Eq. (15). Fig. 9 gives snapshots of the solution at progressive times t*. Only the solution
obtained using Method B is provided here. The waves on the free surface, and the shape of the jet, look quite
similar to those obtained by Sussman and Smereka [13], particularly prior to the moment of jet break-up. In
our simulation, the jet break-up occurs at t�BR ¼ 1:6. Sussman and Smereka did not explicitly report the value
of t�BR, though a similar value to ours can be estimated from the snapshots of their solution. During the entire
simulation, the variations of mass of water in the bath did not exceed 0.2% in our case.

Defining the jet velocity VJ as the velocity of the uppermost point on the jet, Sussman and Smereka [13]
reported a maximum value of the jet velocity of V max

J ¼ 1:6 m/s. In our simulation, we obtained
V max

J ¼ 1:1 m/s. As mentioned, the level set simulations are performed here with the time and space derivatives
discretized using second-order approximations. Sussman and Smereka [13] employed third-order FD approx-
imations for the advective terms. However, the observed discrepancy in the values of V max

J is too large to be
explained in terms of order of discretization schemes. This emphasizes the need for quality experimental data.

5. Conclusions

A new Finite-Element/Finite-Volume level set method for solving two-phase incompressible flows with
moving interfacial boundaries has been presented. The method is based on a Finite Element treatment of
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the level set equations which govern the motion of the interface and a Finite Volume solution of the Navier–
Stokes equations. The latter are written in the conservative form, whereas the Finite Element method for level
set equations employs a non-conservative formulation. This is different from the traditional level set
approaches, in which the non-conservative form is adopted for all governing equations, but is more favourable
in regard to implementation of the level set methods within the framework of existing commercial CFD codes,
most of which employ conservative Finite Volume schemes.

The FE/FV level set method has been implemented into the commercial CFD code CFX-4, and validated
against experimental and numerical data from sources involving two-phase flows with density ratios of the
order of 102–103, and viscosity ratios as high as 7 · 104. Surface tension effects have been included in the
model. The issue of parasitic currents has been addressed. The method has a convergence rate close to the sec-
ond order, provided there are no strong parasitic currents, and displays good mass conservation properties,
provided the mesh resolution is adequate for the problem under study.
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